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Abstract—Quantum computing devices based on supercon-
ducting quantum circuits have rapidly developed in the last few
years. The building blocks—superconducting qubits, quantum-
limited amplifiers, and two-qubit gates—have been demonstrated
by several groups. Small prototype quantum processor systems
have been implemented with performance adequate to demon-
strate quantum chemistry simulations, optimization algorithms,
and enable experimental tests of quantum error correction
schemes. A major bottleneck in the effort to devleop larger
systems is the need for a scalable functional architecture that
combines all thee core building blocks in a single, scalable
technology. We describe such a functional architecture, based on
a planar lattice of transmon and fluxonium qubits, parametric
amplifiers, and a novel fast DC controlled two-qubit gate.
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I. INTRODUCTION

The underlying hardware for quantum computing has ad-
vanced to make the design of the first scalable quantum
computers possible. Superconducting chips with 4–9 qubits
have been demonstrated with the performance required to
run quantum simulation algorithms [1]–[3], quantum machine
learning [4], and quantum error correction benchmarks [5]–[7].

These new hardware demonstrations have been matched
with advances in applications for relatively small and
noisy quantum computing systems. Quantum-classical hybrid
algorithms—including variational quantum eigensolvers [8]–
[10], correlated material simulations [11], and approximate op-
timization [12]—have much promise in reducing the overhead
required for valuable applications. In machine learning and
quantum simulation, particularly for catalysts [13] and high
temperature superconductivity [9], scalable quantum comput-
ers promise performance unrivaled by classical supercomput-
ers.

A. Superconducting Qubits

Unlike conventional integrated circuits, a quantum inte-
grated circuit requires ultra-low dissipation and ultra-low noise
operation. Superconducting qubits with cryogenic operation
and superconducting materials, meet these requirements. The
non-dissipative nature of these circuits allows electric signals
to be carried without energy loss, preserving quantum coher-
ence. Information is stored in non-linear resonators, where
the presence or absence of a photon at the resonant qubit
frequency ω01 encodes the |1〉 or |0〉 state of the qubit. The
technology requires that the energy of the thermal fluctuations

Fig. 1. A schematic of a functional layout of a quantum computing system.

kBT should be much less than the energy of the photon at the
qubit transition energy ~ω01. In a large system where supercon-
ducting circuits are packed together, unwanted crosstalk among
devices is inevitable. To reduce or minimize crosstalk, efficient
packaging and isolation of individual devices is imperative and
substantially improves the performance of the system.

Superconducting qubits are made using Josephson tunnel
junctions which are formed by two superconducting thin
electrodes separated by a dielectric material. The dielectric
material is thin enough (a few nm) to allow tunneling of
discrete charges (Cooper pairs) through the insulating barrier.

One of the requirements of gate-based quantum computer
is a universal set of quantum gates. Although it is possible
to generate these gates using microwave signals applied to
the circuits, controllability and scalability remains a challenge.
One can instead generate the single qubit gates via microwaves
and two qubit gates using DC controlled frequency tunable
qubits. In the architecture proposed here, fixed frequency
transmon qubits and frequency tunable fluxonium qubits are
used. On one hand, transmons are easy to design and are robust
to charge noise, thus yielding improved coherence time [14].
On the other hand, fluxonium qubits are also designed to be
insensitive to charge noise and have wide frequency tunablity
with strong nonlinearity [15]. In particular, strong nonlinearity
of the fluxonium along with DC tunability allows us to
generate fast high fidelity two qubit gates.

B. Quantum limited amplifiers

Quantum limited amplifier is an essential component of a
scalable quantum computing system. It allows fast high-fidelity
single-shot readout of qubits. Each qubit is measured using
the method of dispersive readout, where the qubit is weakly
coupled to a superconducting linear resonator. This weak cou-
pling imparts a qubit-state dependent resonator frequency shift,



which appears as a phase shift in a reflected or transmitted
microwave signal. By measuring this signal via the homodyne
method, we can infer the state of the qubit.

Quantum limited amplifiers [16]–[18] such as Joseph-
son parametric amplifier, Josephson bifurcation amplifier, and
Josephson parametric converter are nonlinear superconducting
resonators made of Josephson junctions and thus operates at
cryogenic temperature. Quantum limited amplifiers are de-
signed by exploiting nondissipative and nonlinear properties
of Josephson junction at very low temperature. These devices
are characterized by amplifier bandwidth, gain and dynamic
range.

In a scalable quantum computing system, integration of
quantum limited amplifiers on a chip is needed. Depending on
the bandwidth of these amplifiers each qubit readout can have
a dedicated amplifier or multiple qubits can be read out by
a single broadband amplifier. Figure 1 illustrates an example
setup of a quantum computing system.

II. FUNCTIONAL ARCHITECTURE

We propose a functional architecture of coupled fluxonium
and transmon qubits. Fixed-frequency transmon qubits are
placed at the vertices of a square lattice, while fluxonium
qubits are placed at on the edges. The parking frequency of
each fluxonium is chosen to be between the frequencies of its
two neighboring transmons, so that we label one as the lower
transmon and the other as the upper transmon respectively.
An example 40-qubit segment of this architecture, comprising
16 transmons and 24 fluxoniums is illustrated in Figure 2.
Equivalently, the architecture is a bi-partite graph of transmon
and fluxonium qubits, where edges are one of two colors.

On each transmon or fluxonium qubit the single-qubit ro-
tation gates RX (θ) = exp[−i θ2 X] and RY (θ) = exp[−i θ2Y ] form
a parametrized class of primitive gates, where X and Y are the
usual Pauli matrices. The rotation angle θ may be implemented
to high enough accuracy that gates are decoherence limited,
i.e., it suffices to consider θ as exactly accurate, but with a
limited gate fidelity due to finite qubit lifetimes. In practice
a limited set of gates from this class are chosen for tune-up,
e.g., θ ∈ {±π,±π/2,±π/4,±π/8,±π/16,±π/32}.

In addition to being a qubit itself, the fluxonium qubits
act as tunable couplers, enabling two classes of two-
qubit gates between the transmons and fluxoniums. The
first class, called SWAP class, allows gates from the set
{iSWAP,

√
iSWAP, iSWAP1/4, . . .}, and can be applied between

any fluxonium and transmon pair. A second two-qubit gate
class (called CPhase class) is available between a fluxonium
and an upper transmon. This is a parametrized class of the four
controlled phase gate types {C00(φ),C01(φ),C10(φ),C11(φ)},
where Ci j performs a phase shift of φ on input of the two
qubit state |i j〉.

The CPhase class and SWAP class two-qubit gate primi-
tives, along with single qubit rotations on the transmons and
fluxoniums, enable universal quantum computation. Other two-
qubit gates, such as the controlled-not can be synthesized from
these primitives [19]. We describe these two qubit gates in
more detail in the following Section.
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Fig. 2. Solid blue circles are lower transmon qubits and solid red circles are
upper transmon qubits. Empty circles are fluxonium qubits. Qubit couplings
are indicated by the edges and allow two different sets of natural two-qubit
gates, as described in the text. Blue edges indicate a coupling between a
fluxonium and a lower transmon, allowing two-qubit gates from of the SWAP
class. Red edges indicate a coupling between a fluxonium and an upper
transmon, allowing CPhase class gates

III. THEORY OF TWO-QUBIT GATES

A. The transmon-fluxonium SWAP class gate

Transmon and fluxonium qubits are coupled capacitively.
Treating both fluxonium and transmon qubits as having arbi-
trary energy-level systems, the Hamiltonian can be described
as (~ = 1)

H =
∑
j

ωT
j | j〉〈 j |+

∑
m

ωF
m(t) |m〉〈m |+

∑
i jkm

gi j,km |i〉〈 j | ⊗ |k〉〈m |,

(1)
where ωT

j is the frequency jth energy level of the transmon and
ωF
m(t) is the frequency of the mth level of fluxonium which

is tunable in time; gi j,km is the coupling between the |i〉 →
| j〉 transition of transmon and the |k〉 → |m〉 transition of
fluxonium. Fluxnoium qubit energy levels have a strong non-
linearity, and so this qubit can be accurately modeled by a two-
level system. As the transmon is relatively linear, we include
at least the |2〉 in our model. In view of this, the Hamiltonian
of the coupled system reduces to

H = *.
,

0 0 0
0 ωT

01 0
0 0 ωT

01 + ω
T
12

+/
-
⊗ I (2) (2)

+
1
2
ωF

01(t)I (1) ⊗ σ2z + g(σ1σ
†

2 + σ
†

1σ2 + σ
†

1σ
†

2 + σ1σ2),

where ωT
01 and ωT

12 = ωT
01 − η

T are the |0〉 → |1〉 and the
|1〉 → |2〉 transition frequencies of the transmon, with ηT being
the anharmonicity of the transmon, and ωF

01(t) is the |0〉 →
|1〉 transition frequency of the fluxonium; g is the coupling
strength between the |0〉 → |1〉 transition of the transmon and
the fluxonium. Here I (1) and I (2) are 3 × 3 and 2 × 2 identity
matrices respectively, and the lowering operators of the qubits
are given by

σ1 =
*.
,

0 1 0
0 0

√
2

0 0 0

+/
-
⊗ I (1), σ2 = I (1) ⊗

(
0 0
1 0

)
. (3)

Instead of directly tuning the coupling strength we are tune
the fluxonium frequency to control the coupling between the
two qubits.
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Fig. 3. iSWAP gate fidelity versus the ramp up and down time of the fluxnium
frequency pulse for different values of the pulse ramp up or down slope. Here
we used transmon frequencies are ωT

01/2π = 4.1 GHz and ωT
12/2π = 3.87

GHz, fluxonium is park frequency ωp/2π = 4.7 GHz and coupling strength
g/2π = 2.5 MHz.

For the frequencies of interest (4–8 GHz), the coupling
strength is much smaller than the the transition frequencies,
g � ω1, ω2. This justifies the use of the rotating wave
approximation in (2), where we drop the counter rotating terms
σ1σ2 and σ†1σ

†

2 . Thus, the total Hamiltonian now has the form

H = *.
,

0 0 0
0 ωT

01 0
0 0 ωT

01 + ω
T
12

+/
-
⊗ I (2) (4)

+
1
2
ωF

01(t)I (1) ⊗ σ2z + g(σ1σ
†

2 + σ
†

1σ2).

The two qubits are initially detuned so that there is no
interaction between them. We then tune the frequency of the
fluxonium towards the frequency of the transmon to achieve
a resonant coupling described by the interaction part of the
Hamiltonian Hint = g(σ1σ

†

2 + σ
†

1σ2). This qubit-qubit inter-
action generates the SWAP two-qubit gate class. In particular,
for resonance interaction time ts = π/2g, we apply an iSWAP
gate between the transmon and fluxonium qubits

iSWAP = e−iHintts = exp[−iHintπ/2g]. (5)

The total gate time will be the iSWAP time plus the ramp up
and down time: tiSWAP = ts + tramp. In general, for an arbitrary
iSWAP exponent gate, the gate time can be written as

t n√iSWAP =
π

2ng
+ tramp, (6)

where n = 1, 2, 4, . . .. As an example, we consider a transmon
with frequency ω1/2π = 4.1 GHz, coupling strength g/2π =
2.5 MHz, fluxonium parking frequency ωp/2π = 4.7 GHz with
a bias pulse shape

ωF
01(t) = ωp +

ω1 − ωp

2


Erf *

,

t − tramp
√

2σg
+
-
− Erf *

,

t − ts
√

2σg
+
-


, (7)

where σg is the slope of the ramp up and down part of the
pulse. Figure 3 shows the fidelity versus tramp for the above set
of parameters and for σg = 1 ns. At tramp = 2 ns, the iSWAP
gate fidelity is 99.69% with a total gate time tiSWAP = 102 ns.
Here we used T1 = 10µs for both qubits. The fidelity is limited

Fig. 4. Energy level diagrams of an upper transmon (ωF
01 > ωT

01) and a
fluxonium qubit.

by how fast the pulse ramps up or down. The faster fluxonium
frequency approaches the transmon frequency (small σg), the
higher the fidelity and vice versa.

B. The transmon-fluxonium CPhase class gate

The second class of two-qubit gates that can be generated
between a transmon and fluxonium qubit is the controlled-
phase (CPhase) class. These gates can be realized using level
|2〉 of the transmon qubit and works when the fluxonium qubit
|0〉 → |1〉 transition is lower than the transmon |0〉 → |1〉
transition [19]–[22]. The relevant qubit energy level diagram
is shown in Figure 4.

The Hamiltonian (in the rotating wave approximation) is
given by

H = *.
,

0 0 0
0 ωT

01 0
0 0 ωT

01 + ω
T
12

+/
-
⊗ I (2) (8)
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where ωT
01 and ωT

12 = ω
T
01−η

T are the |0〉 → |1〉 and the |1〉 →
|2〉 transition frequencies of the transmon with ηT being the
anharmonicity of the transmon, ωF

01(t) and ωF
12(t) the |0〉 → |1〉

and |1〉 → |2〉 transition frequencies of the fluxonium. Here g
is the fluxonium-transmon coupling strength, and

σ1 =
*.
,

0 1 0
0 0

√
2

0 0 0

+/
-
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,
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0 0

√
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+/
-
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To generate the CPhase gate, we tune the fluxonium from
its parking frequency to the |1〉 → |2〉 transition frequency
ωT

12 of transmon. After some interaction time, determined by
the coupling, we tune the frequency of the fluxonium back
to its parking frequency, see Figure 5. During this interaction
time, the states of the two qubits hybridize and the resulting
eigenstates repel each other, giving rise to the phase shifts that
implement the gate. We are interested in the repulsion between
the eigenstates corresponding to composite state |11〉 and |20〉.
(Here the first digit represents transmon energy levels and the
second digit represents the fluxonium energy levels.)

When the frequency of the fluxonium is tuned towards
ωT

12, the |11〉 and |20〉 energy levels repel each other resulting
in a phase shift in level |11〉 as well as |20〉. Since the
computational gate is defined in the basis {|00〉, |01〉, |10〉, |11〉},



Fig. 5. Eigenfrequencies of the transmon-fluxonium coupled system show-
ing avoided crossing between different transitions. Sufficient level repulsion
between |11〉 and |20〉 gives the needed phase shift for the state |11〉 that
defines the controlled phase gate. The vertical dashed line shows the parking
frequency at ωp/2π =4.7 GHz.

Fig. 6. (a) Bare (uncoupled) fluxonium frequency pulse and transmon
frequencies (b) Accumulated phase by the state |11〉 as a function of time.

the phase shift acquired by |20〉 does not affect the gate fidelity.
This tuning of fluxonium also affects the states |10〉 and |01〉,
creating some phase shift. This effect is usually very small
because it occurs at a frequency far away from the frequency
at which |11〉 and |20〉 repulsion happens, ωT

12. Note that the
difference between the two frequencies at which the repulsion
occurs is in fact the transmon anharmonicity ηT. The higher
the anharmonicity the lower the leakage to these levels, the
better the gate fidelity.

In principle, the repulsion between |11〉 and |02〉 can affect
the phase shift acquired by |11〉 and thus the gate fidelity. Note
that the avoided crossing between |11〉 and |02〉 occurs a few
GHz away from that of the |11〉 and |20〉 states due to strong
fluxonium anharmonicity. This means that the contribution to
the phase shift of |11〉 due to repulsion from level |02〉 is
negligible. The phase shift that |11〉 state acquires is given by

φ =

∫ tCPhase

0

√
2gdt =

√
2gtCPhase. (10)

The CPhase11 (or controlled-Z) gate can be realized by choos-
ing the phase φ = π with a gate time

tCPhase = π/
√

2g. (11)

Using a flat-top waveform for the fluxonium qubit tuning,

ωF
01(t) = ωp +

ωT
12 − ωp

2


Erf *

,

t − tramp
√

2σg
+
-
− Erf *

,

t − tCPhase
√

2σg
+
-


,

we numerically simulate the gate fidelity assuming the trans-
mon frequency ωT

01/2π = 5.1 GHz, and qubit anharmonicity
ηT/2π = 250 MHz, coupling strength g/2π = 5 MHz, and
fluxonium qubit park frequency ωp/2π = 4.7 GHz, pulse ramp
width σg = 1 ns, and ramp time tramp = 4

√
2σg. In Figure 6 we

show the pulse shape of the fluxonium qubit and the phase ac-
cumulated by |11〉 state. For these parameters, the CPhase gate
fidelity is 99.97% with a gate time tCPhase = π/

√
2g = 70.7 ns.

IV. CONCLUSION

In this work we present a novel functional architecture
for superconducting quantum computing. This architecture can
be tiled in the plane, is universal, and offers high perfor-
mance two-qubit gates. An implementation of this functional
architecture with mid-range qubit performance of relaxation
times (T1) of 5–20 µs and dephasing times (T2) of 10–
30 µs across the chip would offer a valuable resources for
studying quantum algorithms and benchmarks. We introduce
a reasonable performance parameter for a quantum processor
called the total quantum factor (TQF) given by:

TQF :=
T1

tg
× nq,

where T1 is the average coherence time of all the qubits on
the chip, tg is the longest gate time in the qubits universal set,
and nq is the number of qubits. Gate times of 50 ns for single
qubit gates and 102 ns for the SWAP class gates in the 40-
qubit example from Figure 2, with an average T1 = 10µs, and
two-qubit fidelity of 99.69% would result in a TQF of 3921.

From an algorithmic perspective, TQF gives a rough esti-
mates of the size of the quantum circuit (circuit width times cir-
cuit depth) that can be run before the processor’s performance
decoheres. Recent demonstrations have shown that a TQF of a
few hundred is sufficient to run scalable quantum simulations
of electronic structure problems for very small molecules [1].
Future work on simulating quantum algorithms under real
noise parameters will allow for more accurate estimates of
required TQF to run larger problem instances.

In addition to the ability to run optimization and simu-
lation algorithms, the functional architecture presented here
also allows for benchmark tests of quantum error correction.
Specifically, the transmon qubits can be considered data qubits
in a surface code quantum computing architecture [23], [24].
In this implementation, the fluxonium qubits act as ancillas
that implement parity measurements on the faces of the square
lattice formed by the transmon qubits.

In conclusion, reliable hardware building blocks and
promising near term algorithms have incentivized the design of
a new functional architecture for quantum computing. Future
implementations and improvements in this design unlock a
scalable platform for testing, optimizing, and developing quan-
tum algorithms.
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